
 1 

 2 

 3 

 4 

Donald T. Resio, Sea’s the Future 5 

Mark Loveland , USACE Engineering and Research Development Center 6 

 7 

The Role of 4-Wave Interactions in Shoaling Water Depths 8 

 9 

3rd International Workshop on 10 

Wave, Storm Surges, and Coastal Hazards 11 

  12 



 

 

2 

 

 13 

 14 

1. Introduction 15 

 16 

The objectives of this paper are 1) to synthesize the results from several recent studies 17 

that support a clear basis for a specific kinematic breaking criterion related to the ratio of the 18 

energy propagation velocity (i.e. group velocity) to the currents generated by longer waves; 2) to 19 

develop a methodology to quantify the rate and spectral distribution of energy loss due to wave 20 

breaking; and 3) to show a consistency between the predicted loss rate and the nonlinear fluxes 21 

into the portion of the spectrum dominated by breaking. Following a brief review of dynamic and 22 

kinematic bases for wave breaking, this paper will devote one section to each of the three 23 

objectives noted above. Our discussion will examine the potential role of the breaking 24 

formulation introduced here to the development of a transition from an 
4f −

 to an 
5f −

form in 25 

the higher-frequencies of wave spectra. 26 

Governing processes for spectral forms of wave breaking have been the subject of many 27 

prior publications and many different parameterized source terms for wave breaking in wave 28 

spectra propagating to a coast have been hypothesized, developed and implemented in coastal 29 

wave models.  Although many authors have been somewhat emphatic that the energy fluxes 30 

due to wave-wave interactions governing wave breaking and dissipation is expected to be 31 

governed by Boussinesq equations, Onorato et al. (2007) showed that, provided conditions for 32 

convergence of wave expansion were met, four-wave interactions also provide an equivalent 33 

approximation for wave-wave interactions in waves propagating into shallow water. This paper 34 

builds upon the work of Ardag and Resio (2020), assuming that high-frequency wave breaking 35 

can be related to a kinematic breaking criterion can be included into wave models. In this 36 

context, the spectral shape will exist only when the source-term balance is dominated by four-37 

wave interactions. Examples of spectra from storms at a buoy located offshore in a depth of 38 
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about 18 meters and a linear array located in a depth of about 8 meters off the coast from the 39 

U.S. Army Corps of Engineers Field Research Facility are shown in Figure 1.  40 

Figure 1 shows that the shape of these spectra normalized by wave number, i.e. 41 
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 42 

can be represented by equation 1, where the overbar denotes a nondimensional quantity, k is the 43 

modulus of the wavenumber and kp is the modulus of the wavenumber of the spectral peak In 44 

this figure a change in the normalized slope is observed This will be the key to our discussion of 45 

wave breaking in a spectral context in this paper. 46 

Wave breaking, represented in spectral models as 
brkS , is a critical process at the ocean-47 

atmosphere interface that enhances gas exchange with air and water and transfers mass and 48 

momentum fluxes into the water column through the generation of turbulence (Melville, 1996). 49 

In a physical sense, 
brkS is the least understood term among the source terms; it is temporally 50 

and spatially sporadic in the time domain and occurs on a much shorter time scale than other 51 

major source terms contributing to wave generation and decay (nonlinear resonant interactions 52 

and wind input). Hence, despite numerous scientific investigations over the years, 
brkS  has no 53 

universally accepted mathematical form (Holthuijsen, 2007). The complex and highly nonlinear 54 

character of wave breaking in random seas makes it very challenging to interpret 
brkS  on a time 55 

and space scale commensurate with the other source terms used in spectral wave models.  56 

The interpretation of present instrument-based observations of energy dissipation in wind 57 

waves must be supported by visual observations to develop concepts for source terms (Babanin 58 

et al., 2001; Banner et al., 2000; Romero et al., 2012; Schwendeman et al., 2014). Even in this 59 

context, it is only possible to locate these events in space but it is not straightforward to estimate 60 

the spectral distribution of associated energy losses in frequency and wave propagation angle. 61 

Dynamic, kinematic and geometrical criteria have all been employed to characterize 62 

limits for an incipient wave breaking mechanism and to determine the onset of breaking.  The 63 

most commonly used criteria in spectral wave models today, wave steepness. Wave steepness in 64 



 

 

4 

 

monochromatic, unidirectional waves of permanent form has been well studied (Gerstner, 1809; 65 

Stokes, 1880); and a theoretical basis for extending the steepness concept to spectra can be found 66 

in Alves & Banner (2003) and within the context of narrow-banded in frequency by  Song & 67 

Banner (2002).  Experimental evidence supporting the theoretical developments are given in 68 

Banner & Peirson (2007).  Other attempts to extend the concept of steepness-limited breaking 69 

have been founded on dimensional arguments which suggest that spectral steepness in  70 

directionally integrated spectra typically are consistent with an 
5f −

 form, i.e. 71 

2 5( ) ,E f g f −
 where f  is frequency, g  is gravity and   is a dimensionless constant 72 

originally presumed to be a universal constant Phillips (1958)). More recently, the equilibrium 73 

range has been based on the premise that a balance between wind entering this range from the 74 

near-peak region and the development of a constant flux rate by nonlinear interactions leads to 75 

an equilibrium shape in deep water with an f-4 form, for example, Zakharov and Filenenko 76 

(1967), Toba (1973), Donelan et al. (1998), Resio and Perrie (1989). 77 

 78 

  The approach followed here will provide evidence that breaking that is limited primarily 79 

to the high frequency portion of the spectrum. Given that wave breaking occurs sporadically in 80 

time and space on the wave surface it is unlikely that wave breaking can be well represented by a 81 

process occurring in a purely spectral domain; instead, when a wave breaks all frequencies 82 

within the area encapsulated by the 4-dimensional space-time volume in which breaking occurs 83 

is energy is lost.  In this context, wave breaking becomes a function of local conditions that 84 

exceed a common breaking threshold distributed in space and time on the sea surface. Solving 85 

for these exceedances must be performed in time and space as discrete breaking events, rather 86 

than as a continuous spectral dissipation function.  In turn, this is expected to produce a variation 87 

in the spectral shape at the frequency where this transition occurs, since the spectral form above 88 

this threshold is expected to be dominated only by gravity and frequency as postulated by 89 

Phillips, 1958, suggesting that the spectral form in this spectral region should follow an 90 

2 5( )E f g f −
form,   91 
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Most observations today support an equilibrium range is dominated by a 
4gf −

where 92 

 is an empirical constant with units of velocity (Toba 1972; Donelan et al. 1986, Resio et al. 93 

2004). Recent studies have shown that in many if not most situations spectra contains both 94 

spectral forms with the 
5f −

always located at higher frequencies that the  
4f −

range (Romero. 95 

Et al, 2012, Resio and Ardag (2016), Ardag and Resio (2019). 96 

Recent numerical, laboratory, and field data have shown that wave breaking appears to be 97 

linked to a specific kinematic threshold.  Such a threshold is developed as a function of wave 98 

celerity to the ratio of the current velocity at the water surface. A new breaking source term 99 

(Ardag and Resio, 2020) has been shown to be consistent with kinematic limits for incipient, 100 

sporadic wave breaking within a statistical framework for the occurrence of threshold 101 

exceedances. A critical assumption adopted here is that, although wave breaking is recognized to 102 

be related to wind speed, as noted by many empirical relationships proposed between wind speed 103 

and percentage white cap coverage, it should be derived independently from the wind input term 104 

to enable its ability to represent variations in breaking as a function of wave age, shallow-water 105 

effects, and other nonlinear processes.  106 

Previous Research on Wave Breaking 107 

Literature dedicated to wave breaking has extensively examined two questions relevant to 108 

nearshore wave modeling: 1) What physical process leads to wave breaking? (Breaking onset in 109 

individual waves) and, 2) What role does wave breaking play in the evolution of wave spectra, 110 

within the spectral dissipation source term?  Finding an answer to the first question does not 111 

provide a straightforward means to specify the spectral consequences of breaking for the latter of 112 

these questions. Since sporadic breaking is observed in wind seas at a range of scales. An 113 

additional step is required for application of monochromatic concepts to phase-averaged wave 114 

modeling. In this paper, we address these two research problems within a single coherent 115 

framework, starting here with wave breaking. 116 

Considerable research has improved our understanding of the wave breaking process in 117 

wind waves. For example, Rapp and Melville (1990) and Tulin and Landrini, 2001 showed that 118 

breaking could occur at low steepness values, ak, in the range of 0.15 to 0.2. Toffoli et al. (2010) 119 

combined deep water observations and laboratory measurements to show waves could exist past 120 
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this steepness limit even though they fall only partially within the breaking phase of such waves. 121 

The kinematic criterion for wave breaking relates horizontal velocities at the water surface 122 

(typically occurring at or near the crests of large waves) to the group or phase velocity of a 123 

waves that are temporally and spatially coincident with these larger waves. This framework 124 

limits the particle velocity at the tip of a wave crest to some fraction of the wave propagation 125 

speed.   126 

   A much more complete review of the research of wave breaking can be found in Ardag 127 

and Resio (2020) and will not be repeated here. An overview of this developments follows. A 128 

compilation of research into wave breaking led Banner and Tian (1998) to suggest that the ratio 129 

of the particle velocity ant the surface to the group velocity 
g

U C should be limited by a 130 

universal value estimated to be about 0.8. The main conclusion drawn by Irisov & Voronovich, 131 

(2011) was that the dominant breaking in random wave fields occurs at intermediate frequencies 132 

rather than at the spectral peak or only at very high frequencies. This concept was superseded by 133 

a unique study by Waseda et al. (2014) in which they recorded characteristics of the deep ocean 134 

surface waves, including extreme waves, by deploying a moored buoy and a drifting buoy. The 135 

GPS sensors on these buoys allowed them to measure horizontal displacements on the wave 136 

surface and estimate orbital velocities which provided a Lagrangian framework as opposed to the 137 

more conventional Eulerian observational basis for analysis. When waves move to the peak of 138 

the group, speed of the particles at the crest accelerates, even if they are not breaking (Tulin and 139 

Landrini, 2001). Looking at the 
g

U C  (normalized maximum horizontal particle speed) values 140 

from their deep water observations, Waseda et al. (2014) were able to show that there is a 141 

threshold (0.85-0.9) after almost all waves at higher frequencies break. Another interesting point 142 

from their work was that their ensemble of observed spectra in deep water followed an f-4 form in 143 

the equilibrium range. The implication here is that even during low wind and/or low steepness 144 

(low breaking) conditions nonlinear interactions are able to keep the spectra in this form in spite 145 

of active wave breaking.  146 

A substantial body of evidence now exists supporting the existence of an equilibrium 147 

range located just above the spectral-peak region. The characteristic k-2.5  spectral form in 148 

shallow areas (consistent with an f-4 in deep water) is consistent with both field measurements 149 

and theoretical perspectives (refs).  This kinematic criteria appears to provide a robust 150 
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representation of wave breaking, and we shall utilize this approach in our transition to a 151 

dissipation source term for wave spectra at high frequency into a spectral range later in this 152 

paper. There seems to be some disparity in the literature when it comes to the use of phase speed 153 

or the group speed as the basis for the ratio shown above, depending on the numerical 154 

experiment, laboratory or even field measurements. For this reason, we chose to make our 155 

decision be consistent with our own modeling framework. This scale perspective suggests that 156 

since refraction and diffraction effects occur on a scale smaller than a wavelength they should be 157 

related to phase velocity; whereas processes involving generation, convergence, and divergence 158 

of energy fluxes are associated with an averaging over the entire wave cycle and should be 159 

characterized by the group velocity. Therefore, in a spectral context, group velocity, which 160 

controls energy fluxes within spectrum is chosen here for the wave speed in our criterion for the 161 

likelihood of random wave breaking in a wave field.Steepness limits have been a fundamental 162 

basis for the dissipation source term in many operational wave models, possibly due to the 163 

convenience of applying it to wave spectra (Alves and Banner, 2003; Babanin et al., 2010; 164 

Komen et al., 1984). Alternative representations for this process include weak-in-the-mean forms 165 

(Hasselmann, 1974) in which breaking is linearly related to the wave number spectrum, 166 

prescriptive methods that lize a saturation limit (Alves and Banner, 2003; Phillips, 1985) and 167 

exceedance probability formulations for various wave quantities.  168 

 Ardag and Resio (2020) quantified the breaking characteristics of incipient breaking, 169 

based on kinematic criterion using simulated time series of surface water level, velocity at the 170 

surface and other characteristics at a fixed point for a range of sea states. In these simulations, 171 

wave records were generated at a single point by first assigning random phases on frequency 172 

components of f-4 spectra (i.e. without dissipation ranges and similar spectral structure to Resio 173 

et al., (2011), corresponding to different wind speeds and peak frequencies and then superposing 174 

each of them linearly ( 191frqN = ) linearly spaced frequency increments between 0.05 and 1 175 

Hz). A simple cos4 distribution for the angular spreading in the initial spectra. This analysis was 176 

repeated for a wide range of wave age values from young seas to mature swell.   177 

Given the finite number of random frequency components, this is valid only for a given 178 

interval amount of time; however, variations in time simulated and seed values for the 179 

specification of the random phases produced only small variations in the number of wave- 180 



 

 

8 

 

breaking events based on exceedance of the kinematic criterion. Using this approach, 200-second 181 

simulations were repeated within a Monte Carlo simulation to create long sets of random waves 182 

using 50 sets of 50 random numbers to generate 50 random 10000 second wave records for each 183 

sea state. 184 

The height of the water surface at any time step is calculated from the 185 

linearizedapproximation,  186 

 2, 2 187 

where ifrqz is the individual contribution to the total surface height by each frequency component 188 

at a single point location in space and frqi  is the frequency increment. For unidirectional 189 

simulations ifrqz  is defined as, 190 

 3. cos( )ifrq ifrq ifrq ifrqz a t = − +   191 

ϕ is the phase of the linear waves that is assigned at each discrete frequency and varies 192 

randomly between [0, π], a is the amplitude of the wave at each frequency constituent. An 193 

example of a 50 seconds surface record from Ardag an Resio is shown in Figure 2 which was 194 

created by using a wave spectrum corresponding to 4 second waves and 15 m/s wind speed. A 195 

zero-up crossing method was used to identify individual waves within the overall wave time 196 

series in these records which are marked in red circles in the figure. 197 

Equation 2 contains enough components to reflect a random sea surface, however we 198 

initate our simulations with directional spectra. Including directional constituents into ifrqz  to 199 

run directional simulations produce the following form t in, 200 

  201 

 4.       

( , ) ( , )

( , )

1

cos( )

dir

ifrq jdir ifrq ifrq ifrq ifrq jdir

N

ifrq ifrq jdir

jdir

z a k x t

z z

 

=

= − +

= 
   202 

The difference from the unidirectional form is that the phase depends on both frequency 203 

and angular components of the spectra. For our runs we considered 15 angle bands centered on 204 
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the mean angle with 10 degree increments which covers a total of 150 degrees. For deep water 205 

ifrqk  is simply found by using the dispersion relationship 
2

ifrq ifrqgk =  where g  is the 206 

gravitational acceleration. Considering both directional (15) and frequency(191) constituents, for 207 

every time step there are a total of about 2800 constituents included in these directional 208 

simulations. 209 

In deep water, the horizontal orbital velocity 
orbU  of very small spectral components is 210 

ifrq ifrqa  , and, neglecting nonlinear interactions, for our unidirectional simulations has the form, 211 

5. 
0

( , ) ( ) ( )cos( ( ))
ifrq

orb frq frq frq frqU i t a i i t i d



   = − + . 212 

  213 

where ( , )orb frqU i t  is the estimated total orbital velocity at each frequency/time. At each time 214 

step, for every frequency constituent the integration limit increases from 
0  to t. s. For 215 

directional tests, the form changes into the linearized summation represented by : 216 

 6. 

max

0 min

( , ) ( ) ( )cos( ( , ))

ifrq

orb frq frq frq ifrq frqU i t a i i k x t i j d d

 



 

    = − +     217 

The where maximum orbital velocity for each up-crossing wave, was calculated as a function of 218 

the upper limit of the integrated term in equation 4. Using this approach, we only used a zero-up 219 

crossing method to define individual waves and found the associated maximum orbital velocities 220 

for these waves. This maximum value was then used to find the ratio,221 

( , ) ( )orb frq gmax U i t C f   as a function of frequency where 2gC g =  within the up-222 

crossing wave interval. Rearranging these terms, the frequency at which the ratio exceeds the 223 

kinematic limit,
brkf  for each individual up-crossing wave is determined to be: 224 

 7. 
(4 )

brk

orb

g
f

U



=  , where   is the empirical 225 

coefficient established by the kinematic breaking criterion.  Additional detail on this approach 226 

can be found in Ardag and Resio (2020) 227 
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 228 

2. Quantifying the role off nonlinear energy fluxes through the spectrum relative to 229 

energy losses from wave spectra 230 

Assuming that breaking does not affect the spectrum at frequencies lower than the 231 

defined breaking frequency, the rate of dissipative energy loss must balance the nonlinear energy 232 

fluxes to high frequencies through the equilibrium range of the spectrum. Observational evidence 233 

(Lenain and Melville, 2017; Long and Resio, 2007; Romero and Melville, 2010) implies an 234 

inverse relationship between the wave age and the location of the transition zone. The rate of 235 

nonlinear energy fluxes to high frequencies depends on the energy level within the equilibrium 236 

range, which can be estimated by, 237 

 8. 

3

B
g


 = , where   has the dimensions of velocity 238 

and, since is represents a wave-wind interaction quantity, several different forms for it have been 239 

proposed. 240 

have been and   is a near-constant coefficient weakly related to angular spreading within the 241 

equilibrium region within a range of about 3-5. (Resio et al., 2001). Given the type of angular 242 

distributions chosen in our work, we used 5 in our experimental simulations.  243 

The energy transferred into the breaking region by nonlinear fluxes should be lost in an 244 

average sense by the dissipation within the breaking zone. Our assumption is that the positive 245 

energy fluxes moving from spectral peak region towards high frequencies start to dissipate at the 246 

location of the transition from the 
4f −

 form to an 
5f −

 spectral form. The amount of energy lost 247 

t ( )bE  in an individual wave that breaks, is approximated by, 248 

 9. 

2 4
2 5 5

5
4

brk

brk
b

f

g f
E g f df




 −
−= =  ,  249 

where 5 is a dimensionless coefficient analogous to the Phillips coefficient, evaluated at the 250 

breaking frequency.  However, this coefficient must be evaluated at a point where the 251 

directionally integrated f-4 and f-5 spectra have the same value at this point, i.e. 252 

Commented [A1]: Should we say individual wave or wave 

group here? Reviewers are pointing this out. 
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 10. 
4 2 5

5( )brk brk brkE f gf g f − −= = . The frequency at which 253 

these two terms are found to match is termed the transition frequency, since the is the location at 254 

which the spectrum changes its form. Combining (6) and (8) we obtain the relationship. In this 255 

form, 5 is dimensionless and we have at the transition frequency 256 

 11.

3
2 35

4
brkg f

g

  −= .  257 

Combining equation (9) with equation (8) yields 258 

 12.  
2 2 24

4
brkg f


 −= . Grouping constants and 259 

simplifying again: 260 

 13.  

brk

g

f
 =  .  261 

where   is a coefficient that represents dimensionless constants derived from observations 262 

combined with the assumed value for the flux constant. 263 

 Resio et al. (2004) presented observational evidence that
1

32

10( )pU C  , which when 264 

combined with p p
C g =  and equation 11 we obtain the relationship: 265 

 14.  

2/3

10

pbrk

p

Cf

f U


 
=  
 

 .  266 

Consistent with observations, this relationship implies a relationship between inverse wave age 267 

and the breaking location where   is a dimensionless coefficient that shifts location of the 268 

transition point with respect to the location of the spectral peak. We find it using nonlinear 269 

positive energy fluxes as will be explained in next section. 270 

 271 

 272 
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Over the total duration of the simulations for various initial spectra, breaking may occur 273 

at a large range of frequencies, as shown in Figure 3. However, the rate of energy loss is 274 

expected to depend on the recurrence of breaking and the amount dissipated energy of a 275 

particular frequency constituent. For lower transition frequencies, the nonlinear energy loss rate 276 

relative to breaking is high, indicating that the magnitude of positive energy fluxes into is large 277 

the breaking range is high. The loss rate is somewhat analogous to a turbulence cascade in with 278 

the total energy loss rate given by, 279 

 15. 

i

i

f f

b

fb

i tot

E
E

t T

+

 
= 

 


 , where, ( )

ti

ti

b
B f

f

E

t

 
 
 





, where Ttot is the 280 

total run time. This produces a Phillips 
5f −

spectral form in which sporadic breaking maintains 281 

an energy cascade, similar to that found in other turbulent cascades. A major difference from the 282 

initial breaking assumption by Phillips that the empirical coefficient (α5 283 

in equation 7) is a constant, while the value of this coefficient in our formulation must vary with 284 

to match the value of the equilibrium range 
4f −

spectral form at the transition point 
it

f . Our 285 

simulations are executed for 500 000 seconds in unidirectional tests and 250 000 seconds in the 286 

directional tests.  The frequency increment, Δf, is chosen to be 0.05 Hz, i is the frequency 287 

counter in these simulations, and fti is the transition frequency. Figure 4 shows the location of the 288 

nondimension “transition” frequency from these simulations as a function of inverse wave age 289 

taken from Ardag and Resio (2020). 290 

Figure 5 is a representation for a single peak frequency and wind speed condition. To 291 

cover a wider range of the sea states, 24 different conditions from very young waves to well-292 

developed waves were generated using peak frequencies of 0.15, 0.2, 0.25 and 0.3 Hz and wind 293 

speeds of 5, 10, 15, 20, 25 and 30 m/s. These simulations were initiated with 50 sets of 50 294 

random seed values over a total duration of 500,000 seconds. The intersection points between the 295 

positive energy fluxes and the energy loss rates were found using the same methodology as 296 

introduced here for each case. To investigate the influence of the empirical coefficient of the 297 

kinematic criterion in equation (5) these tests were repeated for  values of 0.7, 0.8 and 0.9, 298 


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yielding a total sample size with 72 points. Subsequently, these points were plotted against the 299 

estimate rates as a function of 2/3

10
( )pC U  to obtain Figure 5. This figure also contains linear fits 300 

for each of the empirical coefficients and their R2 values. 301 

As shown in Figure 6, the agreement between the two rates and the associated linear 302 

correlation values (R2) is high for a range of inverse wave age. An examination of this plot 303 

shows that the value of for young waves the dissipation zone reaches to the peak; and the 304 

equilibrium range is essentially non-existent under these circumstances. On the other hand, when 305 

the wind speed is low the transition frequency (fti) shifts towards higher frequencies. For  306 

equal to 0.8, the linear relationship is given as, 307 

 16.  

2/3

10

1.4 0.54
pbrk

ti

p

Cf
f

f U

 
= = + 

 
  308 

We then compared results from unidirectional and directional tests for varying wave 309 

ages. Here, we initiated directional runs with  rate of 0.8 over a total duration of 250 000 310 

seconds, completed the same analysis as explained above, and on Figure 7, we compared 311 

locations of transition frequencies for a wide range of sea states. As it is apparent from the 312 

figure, for all of these wind-sea conditions the difference is relatively small; thus, the initial 313 

assumption of unidirectional spectra can be considered to be a reasonable first approximation to 314 

directionally spread spectra.  315 

These figures support the linear relationship given in equation (15) between the two parameters. 316 

In a modeling sense this relationship between wave age and the spectral form transition point 317 

could be used to define upper frequency of the f-5 tail. A comparison of this hypothesized 318 

relationship to field data by Long & Resio, (2007) was shown in Figure 1, where the 319 

compensated and normalized energy spectra were grouped by their inverse wave ages to indicate 320 

transition frequencies with black dots. Since the range of young waves (1.6 - 3.4) is bigger than 321 

the rest, in our comparisons the biggest inverse wave age considered was 1.6. Overall, 322 

comparison between the Figures 7 and 1 show good agreement between observed and predicted 323 

transition frequencies and Table 1 gives the relationship between the transition frequencies and 324 

the inverse wave age using results from the simulations. 325 
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 326 

3. Energy Fluxes into the wave breaking zone in shallow water 327 

 The governing processes for spectral forms of wave breaking have been the subject of 328 

many prior publications and many different parameterized source terms for wave breaking in 329 

wave spectra propagating to a coast have been hypothesized, developed and implemented in 330 

coastal wave models.  Although many authors have been somewhat emphatic that the primary 331 

wave-wave interactions governing wave breaking and dissipation is expected to be governed by 332 

Boussinesq equations, Onorato et al. (2007) showed that, provided conditions for convergence of 333 

the 4-wave expansion were met, four-wave interactions could also provide a good approximation 334 

for waves  in intermediate and shallow water as long as the expansion use in the derivation 335 

remained accurate.  336 

 337 

In intermediate and shallow water, it is advantageous to simulate wave in wavenumber 338 

space rather than in frequency and direction. The shape of these spectra normalized by wave 339 

number is given by 340 

.17. 
5/2ˆF(k)=F(k)k  341 

 Resio (1987) in a very early attempt to understand the role of wave-wave interactions in 342 

shoaling water showed that the observed spectral shape varied as a function of depth and that the 343 

remaining energy appeared to be consistent with observed energy variations in spectral shape 344 

observed in nature. However, since wave-wave interactions are conservative, there was no 345 

source term explicitly contained in that treatment of waves in shoaling water depths, reasonable 346 

objections to the inference of related energy losses were noted and were included within the 347 

STWAVE (Resio) series of codes. 348 

 It is likely that other mechanisms for energy loss in shoaling water have been 349 

implemented into most coupled modeling systems of waves and surges; however, as will be 350 

shown here, many of the very empirical source terms are likely accounting, at least in part, for 351 

the Snl energy-flux losses.  For this reason, it is expected that some retuning of appropriate sets of 352 

source-term will likely be required. In a physical sense, 
brkS is the least understood term among 353 
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the source terms; it is temporally and spatially sporadic and occurs on a much shorter time scale 354 

than other major source terms contributing to wave generation and decay (nonlinear resonant 355 

interactions and wind input). Hence, despite numerous scientific investigations over the years, 356 

brkS  has no universally accepted mathematical form (Holthuijsen, 2007). Since the nonlinear 357 

fluxes into the k-3 region of the spectrum, similar to turbulence in other fluid flows, this 358 

“breaking” time scale cascade should be on a much faster time scale than the variation of flux 359 

rates due to nonlinear 4-wave interactions. Thus, we assume here that nonlinear interaction 360 

fluxes play a minor/negligible role relative the wave breaking past the transition point transition 361 

frequency.  However, the total energy in the spectrum must consider the additional contributions 362 

from the integration over the entire frequency range.  363 

Where E

+  is the energy flux to higher frequencies by 4-wave interactions,   is the 364 

reference wind speed governing momentum transfer into the wave field and  is a function of the 365 

angular distribution of waves contributing to the velocity that causes the wave to break, in this 366 

case set to 5. In this paper, we use the constraint that, at the point of transition, the energy 367 

densities in the k-5/2 range had to transition into a k-3 form. Fluxes past this transition would be 368 

acc(statistical) energy loss rate due to wave-wave interaction fluxes should be estimated at this 369 

matching wavenumber point; and the energy past the this point should b represented with a k-3 370 

form, with the coefficient for the energy above that peak given by that coefficient times k-3 Wave 371 

energy inside this regions should be governed by the conventional ratio of wave heights to depth, 372 

which is assumed to be written here as 373 

18. ( )
2

0
ˆE

x xd=  374 

where x is the depth as a function of distance along the slope and E0 is the to energy such that 375 

traditional coefficients for the ratio of significant wave height to depth ranges, , varies from 1 at 376 

the point  of transition and  is the ratio of significant wave height to depth; with dx taken as the 377 

distance normal to the shore given a values of 0 at the transition point. Along a normal to the 378 
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coast pointdx is the distance from the transition point. To avoid a discontinuity, we let  is given 379 

by 1. .2d  x = − with a constraint that 1. 0.2 d ,  with  = 0.01 and 0.8x   = −   380 

is equal. This estimate has only been postulated and not checked for its validity on arbitrary 381 

coastal areas and nearshore slopes and requires additional testing. However, this portion of the 382 

wave-driven setup is not very dependent on the slope and likely is not the primary term driving 383 

set-up or longshore currents. 384 

  The wind momentum fluxes into the wave field typically lead to wave growth, however, 385 

this source term in typically very small relative to energy losses in the surf zone. In this case, the 386 

increasing wavenumbers produce an increased flux to higher wavenumbers and the peak of the 387 

spectrum can remain in balance with the shift of the spectral peak into higher wavenumbers. 388 

Thus, although wave-wave interactions are conservative, they lead directly to a loss of energy as 389 

part of the overall energy balance in waves, similar to the creation of turbulence in atmospheric 390 

processes. The reduction in wave energy is well predicted by model such as STWAVE (Resio, 391 

1987, Smith,,….Cialone,) in areas will small slopes but should be modified for conserve energy 392 

in a more general sense on steeper slopes, based on the flux rates in equation 3. However in some 393 

circumstances, such as locally steep slopes, this equation should be replace by the parameterized 394 

flux equation developed here. 395 

 396 

Discussion and Conclusions 397 

A kinematic criterion for wave breaking is used here as a limiter for individual wave 398 

breaking in a random wave field. It is shown that this form of breaking can be considered within 399 

a spectral context using Monte Carlo simulations in which the relevant parameter used to define 400 

the breaking limit for transitioning to a breaking dominated form from an equilibrium range 401 

form. The point of transition is defined as the frequency at which the ratio of the group velocity 402 

associated with that frequency divided by the cumulative horizontal orbital velocity estimated 403 

from the sum of orbital velocities produced by lower frequencies exceeds 0.85. It is obvious that 404 

all higher frequencies also surpass the limiting value for breaking, so this limit leads to a single 405 

breaking event in the wave field. Converting the distribution of breaking events at a given 406 
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frequency into a cumulative distribution function of frequency allows the estimation of a rate of 407 

energy being lost for any particular location of 
brkf , as explained in section 4.  408 

In this paper, we assume that this breaking rate must match the energy fluxes to high 409 

frequency produced by 
nlS .   This hypothesis appears to deviate from the sets of contemporary 410 

wave dissipation sink terms used in spectral wind-wave models today. The kinematic breaking 411 

criterion used here is supported by several field and lab studies (Saket et al., 2017; Shemer and 412 

Liberzon, 2014; Waseda et al., 2014), and is consistent with numerical studies of focused wave 413 

phases, for the special case when breaking occurs at the spectral peak (Barthelemy et al., 2018; 414 

Derakhti and Kirby, 2016). Essentially all of these papers show a clear association between wave 415 

breaking and the ratio of horizontal particle velocities U to the wave group velocity as expected 416 

from energy convergence-divergence considerations. In this paper, we generalized this 417 

hypothesis to allow spectral breaking in random wave fields with varying sea states to provide a 418 

source term consistent with the time and space scale of the other source terms in spectral wave 419 

models. 420 

It should be noted that the breaking mechanism is functionally similar to dominant wave 421 

breaking, such as investigated by Barthelemy et al., (2018); however, in their work they utilize 422 

the convergence of phases in a wave field containing only a small number of wave components, 423 

which results in deterministically prescribed energy convergence rates. Their results show that 424 

waves break when the combined orbital velocity from all spectral components at the crest 425 

exceeds 0.85 times the wave propagation speed, consistent with the ratio used in this paper.  426 

. 427 

The main findings of this work are as follows: 428 

1. Wave fields produced by random-phase simulations show that waves at a range of 429 

frequencies above the spectral peak will surpass the kinematic limit for wave breaking at a far 430 

greater rate than waves in the vicinity of the spectral peak, consistent with the detailed modeling 431 

by Irinonov and Voronovitch (2010) who showed the dominant breaking began at a mid-range of 432 

frequencies rather than at the spectral peak or only very high frequencies. 433 

2. An estimate of the transition frequency from a nonlinear energy-flux spectral 434 

form 
4( )f −

to a dissipative spectral region 
5( )f −

 can be estimated as the point where the mean 435 
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rate of breaking (determined by Monte Carlo simulations using the kinematic breaking limit) and 436 

the energy contained in the spectral region being dissipated is equal to the nonlinear energy flux 437 

through the spectrum directed toward high frequencies. 438 

3. This approximation shows that the transition frequency ( brkf ) is expected to be 439 

proportional to a function of inverse wave age 2/3

10
( )pC U . 440 

4. The relation between the transition frequency derived here is shown to be 441 

consistent with observations (Long and Resio, 2007) as shown in table 1. This allows the new 442 

breaking term to be adapted for use in operational wave models as a transition frequency 443 

predictor.  444 
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List of Tables 574 

Inverse Wave Age  
(U/cp) 

Non-Dimensional 
Transition Frequency 

(fti) 

0.7 and lower 2.9 
0.8 2.7 
1 2.5 

1.2 2.2 
1.6 2 

2 and higher 1.5 

Table 1.  Transition frequencies defined by the inverse wave age values. 575 

  576 



 

 

25 

 

List of Figures 577 

Figure 1: Compensated and normalized energy densities grouped and averaged according to their 578 

inverse wave ages from Long and Resio (2007). Frequencies where the spectral shape transitions 579 

to a different form are shown by black dots. 580 

Figure 2: The blue line represents the surface record and the red circles are the zero-upcrossing 581 

points defining starting and ending times for each individual wave. 582 

Figure 3: Probability distribution functions for two different simulations under two different 583 

conditions, one with a lower wave age (left) and one with a higher wave age. The case for lower 584 

wave age breaking probabilities closer to the peak are higher. 585 

Figure 4: fbrk/fp plotted against 2/3

10
( )pC U  to examine the proposed linear form in equation (12) 586 

for 6 different wave age values. Blue dots are the mean results for each random set given with 587 

error bars (95% confidence limits) (blue line). The linear fit is shown as the red dashed line. 588 

Figure 5:  Positive energy fluxes (red line) found by using equation (6) drawn against the 589 

breaking energy rate (blue dotted line) for a simulation initiated with a peak frequency of 0.25 590 

Hz and wind speed of 5 m/s. They intersect around 2.5 f/fp, which denotes the transition 591 

frequency under this particular condition. 592 

Figure 6: Normalized transition frequency vs. wave age parameter here are shown for 72 593 

different simulations, each dot represents a simulation. Three different colored lines show linear 594 

fits for 0.7, 0.8 and 0.9 breaking rates and the legend shows the R2 values for each line. 595 

Figure 7: Comparison of f/fb results from unidirectional and directional tests over a range of 596 

inverse wave age conditions. 597 
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  600 

 Figure 1. Compensated and normalized spectral energy densities, grouped and averaged 601 

according to increments of inverse wave age. The black dots here show that the equilibrium for 602 



 

 

28 

 

 603 

Figure 12: The blue line represents the surface record and the red circles are the zero-upcrossing 604 

points defining starting and ending times for each individual wave.  605 
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 606 

Figure 23: Probability distribution functions for two different simulations under two different 607 

conditions, one with a lower wave age (left) and one with a higher wave age. The case for lower 608 

wave age breaking probabilities closer to the peak are higher. 609 
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 612 

of the spectra changes shape at some point higher than the spectral peak.613 

 614 

Figure 34: fbrk/fp plotted against 2/3

10
( )pC U  to examine the proposed linear form in equation 615 

(12) for 6 different wave age values. Blue dots are the mean results for each random set given 616 

with 95% confidence limits (blue line). The linear fit is shown as the red dashed line.   617 
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 618 

Figure 45:  Positive energy fluxes (red line) (originated from the peak frequency) found by using 619 

equation (6) drawn against the breaking energy rate (blue dotted line) for a simulation initiated 620 

with a peak frequency of 0.25 Hz and wind speed of 5 m/s. They intersect around 2.5 f/fp, which 621 

denotes the transition frequency under this particular condition.  622 
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 623 

Figure 56: Normalized transition frequency vs. wave age parameter here are shown for 72 624 

different simulations, each dot represents a simulation. Three different colored lines show linear 625 

fits for 0.7, 0.8 and 0.9 breaking rates and the legend shows the R2 values for each line.  626 
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 627 

Figure 67: Comparison of f/fb results from unidirectional and directional tests over a range of 628 

inverse wave age conditions. 629 
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